LEARNING ANALYTICS PROCESS MODEL

1. What question do we want the data to answer?
2. Do we have the data to answer this question? No — Instrument to collect data.
3. Translate into data questions.

Real-world question: Which students need intervention?
Data questions: How do | predict the probability? What'’s the cutoff for intervention?

PREDICT INFER MINE

ANSWER How can | accurately predict
THE new data points (e.g. learner
QUESTION outcomes)?

How can | isolate the most
useful information from a large
data set?

What meaning can be inferred
from the data?

Discover features, patterns,
correlations, or anomalies of a
data set useful for decision
making or further analysis

An estimate of association
between an outcome variable
and predictor variables.

GOALS A model to predict a single
aspect of the data (value or
category) with high accuracy
and low error

What features of the data are
most useful for creating a
predictive model? What
interactions between learners
engaged in collaborative
learning are most productive?

Do the data indicate that a
learner is bored or frustrated?

Do the data indicate that the
learning activity results in
learning?

EXAMPLES What’s the probability a
learner will successfully
complete this course? Should
we classify the learner as
“likely” or “unlikely” to
complete?
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